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DAQ Status and Uptime ©
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NOVA Timing 1S,

New Multi-mode communications cable connected with a difference in the delay
time of the signal and the spill (longer cables): Multi-mode: +258.8 ns

“There is no appreciable shift in the timing peak, and the new global trigger offsets
sufficiently account for the new cable delay.”
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Computing: Last Week 1S,

- Landscape NOvVA Computing Summary # Fermilab

Average Jobs Running Concurrently Total Jobs Run Average Time Spent Waiting in Queue (Production)
7119 149504 8.83 hour
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New Data Cataloged Total Data Cataloged

188.2TB 9.8 PB
A Most of the week still focused on systematic samples.
A Over the weekend we turned our focus to running reconstruction on our large FD cosmic dataset.
T Successfully processed > 30kles
I This large sample is able to make very effective use of available cores on the OSG.

I Heldjobs are due to a small fraction of files requiring extra memory, which we will process on a second pass this week.
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